
Anonymous video analytics' future uncertain 
after Canadian privacy regulators' investigation

November 04, 2020

On Oct. 28, 2020, the federal privacy commissioner and its provincial counterparts in 
Alberta and British Columbia issued joint findings with respect to the information-
handling practices of a property management company using anonymous video 
analytics (AVA) in order to generate demographic information about consumers in its 
shopping centres, in a purportedly anonymized and aggregated format.

In this case, sensors were placed in digital mall directories at various shopping centres 
across Canada. The sensors used facial characterization technology – another name for 
anonymous video analytics – to extract an estimate of the age and gender of consumers 
within the sensor’s range. Although the company argued that its use of AVA was not 
subject to Canadian privacy laws in that the technology did not collect personal 
information within the meaning of those laws, the commissioners disagreed and made a 
number of important findings with respect to AVA.

In light of the nature of information being collected via AVA in this instance, the 
commissioners concluded that express opt-in consent would be required, as they 
determined that some of the information involved was sensitive and its surreptitious 
collection in this context would be outside the reasonable expectations of consumers.

The company was advised to limit its retention of such information and to update its 
policies and procedures with respect to obtaining meaningful consent. Although the 
decision also explored the company’s use of mobile device geolocation technologies, 
the present review focuses on the privacy commissioners’ findings with respect to AVA.

Background

In a recent Report of Findings, the Office of the Privacy Commissioner of Canada, in 
collaboration with its counterparts from Alberta1 and British Columbia2 (collectively, 
Commissioners), issued a confounding decision regarding the legality of anonymous 
video analytics (AVA) under the federal Personal Information Protection and Electronic 
Documents Act and substantially similar private sector privacy laws in Alberta and 
British Columbia (collectively, Canadian privacy laws). This decision potentially upends 
the use of a relatively novel technology that many considered privacy-preserving.3

https://www.priv.gc.ca/en/opc-actions-and-decisions/investigations/investigations-into-businesses/2020/pipeda-2020-004/
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The Commissioners launched a joint investigation into the property management 
company’s information-handling practices, following a number of media reports of 
consumers’ personal information being collected without their knowledge or consent at 
malls across Canada via sensor-equipped wayfinding directories, i.e., interactive digital 
maps.

The investigation revealed that the sensors had collected and used images of faces 
(images), which had been converted into unique numerical representations of those 
faces (numerical representations of facial features) in order to generate information 
about the approximate age and gender of consumers (demographic data).

However, the company argued that the AVA technology used – which was installed and 
managed by a service provider – did not result in any collection, use or disclosure of 
“personal information” within the meaning of Canadian privacy laws. Rather, the 
company said, the information collected from the sensor was anonymized, meaning it 
could not be used, alone or in combination with other information, to identify an 
individual. As it was not collecting any personal information via AVA, the company 
argued that it was not required to comply with notice and consent requirements.

What are anonymous video analytics, or AVA?

AVA is a type of technology that aims to generate valuable insights about on-site 
consumers – such as an approximation of their age, gender and even emotional state 
relative to a particular digital display – in an anonymized and aggregated format using 
face pattern detection algorithms to scan real-time video feeds.4

Unlike facial recognition, which creates a template of an individual’s physical or 
behavioural characteristics for authentication or identification purposes, AVA is not 
meant to identify or authenticate individuals, meaning that images collected via AVA are 
generally processed locally and retained for a very short period (if at all). In theory, no 
unique, persistent template of an individual’s facial features is created or preserved.5 
Given these notable distinctions, AVA is referred to as “facial detection” or “facial 
characterization.” It is often mistaken as a form of surveillance or biometric system, 
though, as it relies on biometric characteristics and uses similar hardware.6

While its use extends beyond the confines of the retail industry, AVA is increasingly 
associated with the traditional brick-and-mortar store, especially as it seeks to reinvent 
itself in an effort to compete with e-commerce, a sector that has seen tremendous 
growth at the expense of traditional retailers.

The unabated rise of e-commerce may be attributed, at least in part, to the online 
industry’s ability to leverage various information-gathering and tracking tools in order to 
target advertisements to their audience and tailor the shopping experience of 
consumers, generating valuable metrics along the way. AVA emerged as the “offline” 
retail industry’s response to an increasingly lopsided affair, promising to correct the 
informational imbalance between brick-and-mortar and online stores. More specifically, 
AVA is used to produce various consumer metrics in real time, which can be leveraged 
to create a more frictionless shopping experience, improve product management and 
business decisions, and measure engagement with visual communications and 
displays, all while promising to better preserve the privacy of consumers through a 
“privacy by design” approach.7
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Decision

The Commissioners’ decision relied on a number of key findings with respect to the 
particular features of the AVA technology used in this instance, the type of information 
collected and the duration of retention of such information by the service provider. 
Although the decision also considered these questions with respect to information 
collected during the pilot phase of the AVA initiative, the present analysis focuses on the
company’s subsequent rollout of AVA at its malls.

At the outset of their decision, the Commissioners noted that the AVA technology used 
in this case did not work “entirely in real time” and required images to be collected and 
stored in memory, albeit for “a very short period of time.”8 Without much debate, this 
was held to be sufficient to constitute a “collection of personal information” within the 
meaning of Canadian privacy laws, notwithstanding the fact that images were held in 
memory for a period that the company described as mere “milliseconds.”

Perhaps anticipating that future technologies may render such ephemeral storage of 
images all the more imperceptible, the Commissioners also noted that information does 
not necessarily need to be recorded in order to be considered a collection of personal 
information under Canadian privacy laws. In practice, this will likely cause most types of 
AVA technologies to be subject to Canadian privacy laws, as AVA necessarily requires 
and relies on visual sensors.

Turning to the particularities of the AVA technology involved in this case, the 
Commissioners also found that images were used to generate unique “numerical 
representations of facial features” (described below) and demographic data, in effect 
constituting a separate collection and use of personal information. Through an 
embedding process, images were converted into a unique numerical representation of a
particular face, which the Commissioners qualified as “biometric information,” an 
important qualification given the relative sensitivity attributed to such information. 
Indeed, these numerical representations of facial features were held to be “biometric” in 
that they were derived from measurements of facial features and could be used for 
identification or authentication purposes – for facial recognition.

That being said, the Commissioners acknowledged that neither the company nor its 
service provider had used this information to identify or authenticate an individual. It is 
relevant to note that AVA technologies are not normally meant to generate these types 
of unique, persistent “templates” of individuals’ facial characteristics, as they are not 
designed to conduct facial recognition.9 However, in this case, the Commissioners found
that the AVA technology relied on software that could be used for facial recognition, 
although this particular feature was turned off.

Although the Commissioners agreed that demographic data (i.e., age and gender) could
not, by itself, qualify as “personal information” within the meaning of Canadian privacy 
laws, they took the view that it became “personal information” in the present 
circumstances, as it was stored with other information that could have been used to 
identify an individual. More specifically, and unbeknownst to the company, the service 
provider had stored the demographic data with numerical representations of facial 
features and circumstantial information – namely the time and location where the picture 
was originally taken – on a database, without any justification for doing so.
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As such, the Commissioners not only took the view that this information qualified as 
personal information, they also concluded that the company had breached data 
retention requirements by retaining personal information (i.e., numerical representations
of facial features) beyond the period necessary to achieve the purpose for which 
information was collected, which, in this case, was to generate demographic data, not to
track or otherwise identify individuals.

Given the Commissioners’ findings that the property management company had 
collected personal information, the company had to obtain meaningful consent before 
collecting and using consumers’ personal information via AVA. However, in the present 
circumstances, the company was required to obtain consumers’ express opt-in consent, 
as the collection and use of biometric information was considered sensitive and outside 
the reasonable expectations of consumers, who would have little reason to suspect their
images were being captured and used for such purposes when interacting with a mall 
directory.

The company was also advised to review its privacy policy and signage, as they 
provided insufficient detail about the purposes being pursued, the type of information 
being collected, and how it would be used. Given that the practice was outside 
consumers’ reasonable expectations, it was incumbent upon the company to bring 
information about its privacy management practices to the attention of consumers in a 
manner that was both explicit and readily accessible at the time consumers were 
interacting with wayfinding directories (i.e., at the time of collection). For these reasons, 
the Commissioners concluded that the company had also violated its obligation to obtain
meaningful and informed consent.

Business takeaways

The Commissioners’ findings with respect to the company’s use of AVA give rise to four 
important takeaways for businesses relying on similar technologies:

 Canadian privacy laws apply to AVA technologies.  The decision represents a 
clear, affirmative statement by privacy regulators that AVA will generally be 
subject to Canadian privacy laws, as it can be surmised that most AVA 
technologies are likely to temporarily capture an image of an individual’s face 
before extracting anonymized and aggregated data. The Commissioners were 
careful in stating that Canadian privacy laws do not require information to be 
“recorded” in order to qualify as personal information and, in any event, that an 
image captured in memory even for a split second qualifies as a collection of 
personal information.

 Periodically audit and review service providers ’ information-handling 
practices.  The decision highlights the importance of periodically auditing and 
reviewing the information-handling practices of service providers to ensure that 
they comply with their contractual obligations, including those related to the 
collection, retention and use of personal information on behalf of an organization. 
Under Canadian privacy laws, organizations are generally required to enter into a
formal written agreement with their service providers – including affiliates acting 
as such – who handle personal information on their behalf, containing adequate 
security safeguards that are adapted to the nature, scope and sensitive of the 
information being processed. In practice, these agreements often contain 
requirements related to limiting the retention of personal information and grant 

https://www.priv.gc.ca/en/privacy-topics/collecting-personal-information/consent/gl_omc_201805/
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the organization a right to audit and review the service provider’s activities. 
Therefore, it is crucial for these rights to be properly enforced in order to reduce 
risks related to the unauthorized retention and storage of personal information.

 Evaluate the functions and features of AVA and conduct a privacy impact 
assessment before implementing.  Organizations using AVA to generate 
consumer insights should carefully review and evaluate the technology’s 
functions and features to ensure that it does not generate any unique, persistent 
identifiers that could be used to identify an individual. As previously explained, 
AVA is not meant to retain images for an extended period of time, nor to generate
unique “templates” of individuals’ facial characteristics that could be used for 
facial recognition purposes. Although the Commissioners’ findings may have 
differed had another type of AVA technology been used, it is nonetheless 
important for organizations to exercise due diligence in evaluating how the 
technology collects, uses, retains, or discloses information, as this will help 
reduce privacy-related risks. Incidentally, organizations should consider 
conducting a privacy impact assessment before implementing these technologies
in order to properly identify, evaluate and mitigate those risks.

 Review existing policies and procedures to ensure transparency and consent.
With respect to notice and consent requirements, the decision is an important 
indication that organizations will be expected to exercise greater transparency 
before using AVA, especially as there is currently considerable public distrust and
apprehension regarding this technology. This means that organizations should 
review their existing communication practices to ensure that consumers are 
adequately informed about the use of AVA at the time of interacting with digital 
displays equipped with such technologies. In other words, before collecting 
images of consumers for the purposes of generating insights, consumers should 
be provided with clear, unambiguous and accessible information regarding the 
purposes of collection, the type of information collected and how it will be used by
the organization. This information may be provided through a variety of 
communication channels, including physical signage, pamphlets, dedicated 
pages on the organization’s official website, videos, etc. Although the decision 
recommended relying on opt-in consent, it bears noting that the Commissioners 
did not necessarily preclude reliance on implied consent with respect to other 
forms of AVA that do not collect biometric information or other types of sensitive 
information. As more fully detailed in the section below, the Commissioners’ 
decision was heavily influenced by their determination that the company’s 
collection of numerical representations of facial features qualified as “biometric 
information,” which suggests that AVA technologies that do not collect such 
information may not require express opt-in consent. That said, as it is crucial to 
gain the public’s trust before implementing this type of initiative, organizations 
should exercise caution and pay careful attention to how they choose to 
communicate information about their information-handling practices.

Analysis of outstanding questions

The Commissioners’ findings chip away at the viability of AVA in Canada’s offline retail 
sector, as they ostensibly impose on organizations an obligation to obtain consumers’ 
express consent. This requirement is not always realistic nor feasible, especially as 
doing so may ultimately affect the accuracy and value of the data being generated. Yet, 
it may be possible to distinguish between the circumstances that led to this decision and
other types of AVA technologies, which could be considered less intrusive in their 
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scope, in order to render reliance on implied consent more reasonable in certain 
situations. Below, we canvass some of these potential arguments and propose a path 
forward in implementing these technologies.

Scope of “personal information ”

While the Commissioners endorsed a broad interpretation of the meaning of “personal 
information” and readily concluded that the mere capture of an image, albeit for a 
millisecond, constitutes collection of personal information, these arguments are likely to 
be put into question as AVA technologies develop, making retention increasingly 
imperceptible.

Information will be “about an identifiable individual” where there is a “serious possibility 
that an individual could be identified through the use of that information, alone or in 
combination with other available information.”10

The Federal Court recently described this “serious possibility” threshold as, “a possibility
that is greater than speculation or a ‘mere possibility,’ but does not need to reach the 
level of ‘more likely than not’ (i.e., need not be ‘probable’ on a balance of 
probabilities).”11 As such, in order to conclude that information gives rise to a serious 
possibility of identification, a contextual assessment is favoured in which all the facts 
must be considered and weighed, including “the type of information at issue, the context
in which it appears in the records at issue, and the nature of the other information that is 
available.”12

In the present circumstances, there may be reason to question whether an image that is 
retained in a purely transient manner gives rise to a “serious possibility” of identification. 
There is no realistic possibility of having either the organization or service provider 
access this information, let alone use it to identify someone before deletion. While this 
depends on the particular capabilities and security features of the AVA technology 
involved it is likely to become increasingly difficult to ignore this line of reasoning, as it 
appears fictitious to state that an image “captured” in this context should be put on equal
footing with images captured via surveillance systems. This would not only ignore 
reality, it would contribute to the false belief that AVA and surveillance are one and the 
same. In any event, the limited retention of information is a clear risk mitigation strategy 
that ought to reduce the level of sensitivity of information being collected, and make 
implied consent more acceptable in the circumstances.

Scope of “biometric information ”

Another important aspect of this decision is its interpretation of the meaning “biometric 
information,” as this played a pivotal role in the Commissioners’ determination that the 
company had to obtain consumers’ express consent before collecting their personal 
information. Yet, there are many aspects of the Commissioners’ reasoning potentially 
open to future debate, including the relative sensitivity of biometric information when 
used for purposes other than authentication or identification.

The Commissioners’ finding that numerical representations of facial features qualified as
biometric information was based on the fact that this information was uniquely derived 
from an individual’s physical characteristics and could be used to “distinguish between 
different individuals.” This definition, however, does not strictly align with the federal 
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privacy commissioner’s Guidance on biometric information, which consistently refers to 
such information in the context of systems that enable machines to “recognize 
individuals, or confirm or authenticate their identities.”13 In other words, it is not clear 
whether information derived from physical characteristics ought to inevitably be 
considered “biometric” – and therefore sensitive – in nature if not used in relation to an 
identification or authentication system.

While the decision confuses these questions – it was revealed that the AVA technology’s
underlying software could also be used for facial recognition purposes, meaning that the
numerical representations of facial features were suitable for identification purposes – it 
is possible to question whether the outcome would have been the same if the AVA 
technology did not possess facial recognition capabilities. Indeed, according to the 
Future of Privacy Forum, AVA does not “routinely create or retain personally identifiable 
facial templates,” suggesting that facial measurements captured by more traditional 
AVA technologies lack the requisite degree of “uniqueness” and “persistence” to make 
them suitable for facial recognition.14

More broadly, it is also possible to question whether facial measurements are in fact 
“sensitive” in other circumstances. According to the Commissioners’ findings, facial 
biometric information is considered more sensitive, since “possession of a facial 
recognition template can allow for identification of an individual through comparison 
against a vast array of images readily available on the internet or via surreptitious 
surveillance.”15

Yet, the federal privacy commissioner stated in its guidance that facial features were in 
fact less sensitive than other forms of biometric information, such as fingerprints, irises 
and DNA, because facial features are less distinctive, less stable over time and can be 
further varied “through cosmetics, disguises or surgery.” In addition, the federal privacy 
commissioner also stated in its Guidance on biometric information that using “templates”
or “summaries” of biometric characteristics are more privacy-friendly, as they limit the 
amount of information retained and may require access to proprietary extraction 
methods in order to match templates.

While it is true that the “vast array of images readily available online or via surreptitious 
surveillance” may make individuals more identifiable in relation to their biometric 
information, this risk should not be overstated or given predominance over 
countervailing arguments, such as those previously mentioned. In any event, any 
serious possibility of identification appears particularly limited if facial characteristics are 
retained only for the purposes of extracting demographic data and immediately purged 
from the system’s memory.

Relying on “implied consent ” for anonymous video 
analytics as a path forward

According to the Commissioners’ Guidelines for obtaining meaningful consent, consent 
may either be express or implied, depending on the circumstances. However, consent 
must be express where:

 information is sensitive; or

https://www.priv.gc.ca/en/privacy-topics/health-genetic-and-other-body-information/gd_bio_201102/
https://www.priv.gc.ca/en/privacy-topics/health-genetic-and-other-body-information/gd_bio_201102/
https://www.priv.gc.ca/en/privacy-topics/collecting-personal-information/consent/gl_omc_201805/
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 its collection, use or disclosure is outside the individual’s reasonable 
expectations; or

 it gives rise to a meaningful residual risk of significant harm.

Yet, without much discussion,16 the Commissioners concluded that express consent 
was required with respect to AVA, as the technology collected sensitive biometric 
information in a manner that was outside the reasonable expectations of consumers. It 
is possible to challenge these findings on at least two fronts, thereby opening the door to
“implied consent” in other circumstances. First, these findings may be challenged based 
on the scope and sensitivity of biometric information in relation to traditional AVA 
technologies, as discussed above. Second – the focus of this section – they may be 
challenged based on the “reasonable expectations” of consumers in public places.

While consumers retain a modicum of privacy in public places, this expectation is likely 
to be quite low, especially in locations where they are already well aware that they are 
being filmed by surveillance cameras. In decisions regarding the use of surveillance 
systems, the public nature of the location being filmed is cited as a factor that lowers 
individuals’ expectation of privacy.17 Thus, the collection and use of images should not, 
in and of themselves, justify having to rely on express consent, especially if this 
information is retained for a very short period of time, is not being constantly monitored 
or otherwise accessed and is not used for facial recognition purposes. In this sense, 
AVA is generally no more intrusive than relying on surveys conducted onsite. Unlike 
AVA, these surveys are considerably more expensive and may not be as accurate.

It bears noting that what constitutes a “reasonable expectation” of consumers is an 
inherently value-laden assessment that is likely to change over time. Take, for instance, 
the information captured online about users, as they browse the internet. For one, online
tracking tools are considerably more invasive and persistent than AVA, as they permit 
users to be tracked, profiled and targeted. Yet, these technologies are more widely 
known – and arguably accepted – by the public. In contrast, consumers may not be fully 
aware of what AVA is or how it may be used, leading to considerable confusion and 
distrust towards these technologies, which are often seen as synonymous with facial 
recognition. This distrust provides perhaps a more salient argument for enhancing 
transparency and providing consumers with better, clearer and more accessible 
information regarding an organization’s use of AVA.

Conclusion

Overall, the circumstances underlying this decision were less than ideal for evaluating 
the merits of AVA, as the technology involved in this case purportedly shared certain 
features with more privacy-intrusive technologies such as facial recognition. The legality
of AVA under Canadian privacy laws is made somewhat uncertain as a result of the 
Commissioners’ findings, and it is unclear whether the outcome would have been 
different had another form of AVA been addressed by the Commissioners.

While it may be possible to rely on consumers’ implied consent in certain circumstances,
this decision highlights the importance of moving away from a consent-centric model of 
privacy towards one that recognizes multiple legal bases for processing personal 
information – a solution that the federal privacy commissioner endorsed in its recent 
appearance during public consultations on Québec’s privacy law reform. This approach 
is neither novel nor radical, as it is precisely the approach taken by the European 

https://www.priv.gc.ca/en/opc-news/speeches/2020/sp-d_20200924/
https://www.priv.gc.ca/en/opc-news/speeches/2020/sp-d_20200924/
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Union’s General Data Protection Regulation, which provides six distinct legal bases on 
which personal data may be processed, including the legitimate interests of businesses, 
subject to robust transparency protections and data subject rights.

In the present circumstances, it may simply be unrealistic and unnecessary to obtain 
consumers’ express consent with respect to AVA, especially when used to passively 
collect information about consumers. For instance, AVA may be used to measure the 
gaze and facial expression of passersby in order to determine the effectiveness of a 
digital advertisement – consumers are only passively engaging with the display. In these 
circumstances, it is considerably more challenging to rely on consent, whether express 
or implied, without distorting the meaning of this notion.

For the offline retail industry, the present decision may ultimately be seen as a major 
blow in their efforts to compete meaningfully with e-commerce, as it may unduly 
constrain their ability to gain valuable insights about consumers and adapt their 
practices to render the in-store shopping experience more frictionless and convenient. 
As this digitization of retail is only expected to accelerate, due in part to COVID-19’s 
impact on consumer behaviour, which by some accounts is likely to have some 
permanence,18 it is clear that brick-and-mortar stores must be given the proper tools to 
innovate in order to remain competitive. 

While consumer privacy remains critical to the viability of these initiatives, these 
interests must be realistically evaluated and weighed against the scope, nature and 
consequences of the information-processing activity.

BLG’s Cybersecurity, Privacy & Data Protection lawyers are available to answer any 
questions you may have about use of anonymous video analytics in Canada. Reach out 
to your lawyer or any of the key contacts below for assistance.
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